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Abstract— Parkinson’s disease (PD) is a chronic neurodegenerative disorder occurs at the central nervous system. PD involves the 

malfunction or death of certain vital cells in the brain called neurons. The factor, which affects the quality of life of patients. Still there is 
no particular test to detect the disorder at an early stage. In fact, physicians rely mainly on functional neuroimaging to identify abnor-
malities in cerebral activity. Despite its wide qualities, such an imaging modality yields voluminous and ambiguous output. To examine 
properly these large amounts of data, experts face various constraints, including short available time and insufficient relevant infor-
mation. Recently, new developments in machine learning and computer vision have led to the occurrence of a new concept known by 
Computer Aided Diagnosis (CAD). CAD is used to improve the diagnosis of a wide variety of lesions and tumors. It assists doctors make 
the proper decision. In this paper, a new CAD system based on Histogram Equalization (HE) as a preprocessing technique is performed. 
The effect of applying HE on the images is studied by determining the difference between the probability distributions of each image 
before and after normalization and the mean of all normalized images. To extract the most pertinent data, two methods, including Voxels 
as Features (VAF) and Principal Component Analysis (PCA) are used. The extracted features will be used as input data for a classifier. 
Finally, to identify the subjects suspected of being affected by PD, a Support Vector Machine (SVM) is trained. The proposed methodol-
ogies are tested on a 40 DaTSCAN images database from Parkinson Progression Markers Initiative (PPMI). High accuracy rates with 
peaks of 91, 37% for VAF and 92, 93% for PCA, are achieved. 
 
Index Terms— Computer Aided Diagnosis (CAD), DaTSCAN, Histogram Equalization (HE), Parkinson's disease (PD), Principal Component Analysis 
(PCA), Support Vector Machine (SVM). 

——————————      —————————— 

1 INTRODUCTION                                                                     

 ARKINSON's disease (PD) is a long-term degenerative dis-
order, occurs at the central nervous system. It affects the 

motor system by mainly causing tremors, slow movements, 
rigid muscles and postural instability. The motor symptoms of 
the disorder result from the deterioration of certain cells called 
neurons. These cells are concentrated in the substantia nigra, a 
region of the midbrain. The main function of neurons is to pro-
duce dopamine. Dopamine is a chemical, which transmits mes-
sages between the substantia nigra and other parts of the brain. 
The factor that keeps smooth and coordinated muscles. When 
approximately 60% to 80% of the dopamine-producing cells are 
damaged, the motor symptoms of PD begin to appear [1].  

There is as yet no particular test to clearly detect the disorder. 
In order to visualize the loss of dopamine, functional neuroim-
aging is found to be very efficient. A common technique, such 
as Single-Photon Emission Computed Tomography (SPECT) is 
widely applied in PD diagnosis. SPECT not only provides an 
anatomical vision of the brain but also shows which areas are 
more or less active than a regular threshold. SPECT mainly uses 
a radiotracer called Ioflupane (123I) (better known as 
DaTSCAN). It is injected into the patient’s vein and observed 
with a gamma camera in order to detect abnormal levels of ra-
dioactivity in the brain. Usually, in such an imaging modality, 

several constraints are to be faced. Limited time of diagnosis, 
voluminous data and lack of pertinent information are the most 
frequent obstacles on the way to the proper diagnosis of PD.  

Due to the progressive advances in computing and digital 
imaging, an increasing interest in performing new automated 
predictive systems has been viewed. These advances have led 
to the emergence of Computer Aided Diagnosis (CAD). CAD is 
an interdisciplinary technology, which combines various ele-
ments of artificial intelligence [2, 3, 4], computer vision [5, 6] 
and radiological image processing [4]. CAD can be applied to 
all imaging modalities as well as for all body parts [7]. CAD 
technology has became one of the major research subjects in 
medical imaging and diagnostic radiology. In fact, a large num-
ber of CAD models for several neurodegenerative disorders, 
such as, Alzheimer's disease [8, 9, 10, 11, 12, 13] and PD [14, 15] 
have been lately developed.  

In this work, a new CAD system, as described in Fig. 1 is 
carried out. We will make use of 40 DaTSCAN SPECT images 
from Parkinson Progression Markers Initiative (PPMI), includ-
ing 20 Normal Control subjects (NCs) and 20 Parkinson's dis-
ease subjects (PDs). The images are spatially normalized using 
SPM8. The intensity normalization is done using Histogram 
Equalization (HE). The effect of HE on the images is shown by 
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determining the distance between each image before and after 
normalization and the mean of all normalized images. The 
measurements are carried out using two statistical measures, 
Kullback–Leibler divergence (KLD) and Jeffery Divergence 
(JD). Then, to extract the most relevant data, we will make use 
of two features extraction techniques, Voxels as Features (VAF) 
and Principal Component Analysis (PCA). VAF involves the 
use of all voxels in each image as a feature vector. PCA is used 
to reduce the dimensions of the feature space. The classification 
is made using Support Vector Machine (SVM) for both methods 
of feature extraction. 

This paper is organised as follows: in section 2, an overview 
of HE, PCA and SVM is described. Section 3 presents the mate-
rial and methods adopted in the present work. Section 4 dis-
cusses the results. Finally, the conclusion is drawn in Section 5. 

2  BACKGROUND 

2.1 Histogram Equalization (HE) 

Histogram Equalization (HE) is a technique for adjusting an im-
age intensity and enhancing its contrast. HE is not about chang-

ing the values contained in the matrix  ,X m n , which repre-

sents the image. Instead, it modifies the color mapping associ-

ated with the values of the matrix  ,X m n . So that we tend 

to use every color in the full dynamic range [black to white] in 
an equal way. 

Consider a discrete grayscale image{ }x . Let in  be the num-

ber of occurrences of gray level i . The probability of an occur-

rence of a level i  pixel in the image is:  

 

 
( ) ( ) , 0i

x

n
P i P x i i L

n
      (1) 

 

L   is the total number of gray levels in the image.   n   is the 

total  number  of  pixels  in  the  image.  xP i   denotes the 

image histogram for the pixel value i , normalized to [0,1]. 

 
 

Consider the cumulative distribution function (which is also 
the accumulated normalized histogram of the image) corre-

sponding to xP  as: 
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Trying to create a transformation of the form  y T x  to 

produce a new image { }y  with a flat histogram. This image has 

a linearized cumulative distribution function cdf  across the 

value range: 
 

 ( )ycdf i ik  (3) 

 

Where k  is a constant. The properties of cdf  allow us to 

perform a transform, which is defined as: 
 

 ( ) ( ( ) )' ) (y y xcdf y cdf T k cdf k   (4) 

  
Where k  is in the range [0, L ). Notice that T maps the lev-

els into the range [0, 1], since a normalized histogram of { }x  

has been used. In order to map the values back into their origi-
nal range, the following simple transformation needs to be ap-
plied on the result: 

 

      ( )y y max x min x min x      (5) 

 
 

2.2 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a procedure for identi-
fying a smaller number of uncorrelated variables, called "prin-
cipal components" from a large set of data. It is used to explain 
the maximum amount of variance with the fewest number of 
principal components.  
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 1. Flow Chart of the proposed methodologies. 
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Mathematically, PCA is defined as an orthogonal linear 
transformation that transforms the data into a new coordinate 
system. So that, the greatest variance by projection of the data 
comes to lie on the first coordinate (first principal component). 
The second greatest variance comes to lie on the second coordi-
nate (second principal component), and so on. 

Consider two matrices: 

1
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i

i
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e

e
e

e
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Where ie  denotes a coefficients matrix, X  denotes a data ma-

trix.  
 

Consider the population variance matrix of X : 

 

 

 

11 12 1

21 22 2

1 2

( )

p

p

p p pp

var X

  

  

  

 
 
  
 
  
 

  (6) 

 

Consider the linear combination: 
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Consider the population variance of iY  as: 
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The first principal component ( 1Y ) is the linear combination 

of x-variables, which has the maximum variance (among all lin-

ear combinations). Specifically we will select 
11 12 1, , ... , pe e e  

that maximize: 
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The second principal component ( 2Y ) is the linear combi-

nation of x-variables, which has the maximum variance (among 
all linear combinations). Specifically we will select 

21 22 2, , ... , pe e e  that maximize: 
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    (10) 

2.3 Support Vector Machine (SVM) 

Support Vector Machine (SVM) was introduced in the late 70s 
[16]. It is a set of related supervised learning methods widely 
used in pattern recognition [17], voice activity detection [18] 
and classification [13]. SVM with linear discriminant functions 
defines decision hypersurfaces or hyperplanes in a multidimen-
sional feature space, that is: 
 

 
0( ) 0Tg x W X     (11) 

 

Where W is known as the weight vector and 0  as the 

threshold. The weight vector W is orthogonal to the decision 

hyperplane. The optimization task consists of finding the un-

known parameters 
 1,...,i n




 that define the decision hyper-

plane. 
 1,...,i n

X


 are the feature vectors of the training set X . 

 

3 MATERIAL AND METHODS 

3.1 Material 

To evaluate the performance of the proposed methodologies, 
we made use of a 40 SPECT images database, as illustrated in 
Fig. 2, which were obtained from Parkinson Progression Mark-
ers Initiative (PPMI). The images included in our database were 
imaged 4 + 0.5 h after the injection of between 111 and 185 MBq 
of DaTSCAN. Subjects were also preprocessed with saturated 
iodine solution (10 drops in water) or perchlorate (1000 mg) 
prior to the injection. All subjects had a supplied 57 Commit-
ment ordering line marker affixed along the canthomeatal line, 
which will facilitate subsequent image processing and allows 
the core lab to accurately distinguish left and right in the face of 
multiple image file transfers. 

After processing, our database contains 40 images, 20 from 
Normal Control subjects (NCs) and 20 from PD subjects (PDs). 
The images are 69*95*79 of size. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

    

          (a) Axial.          (b) Sagittal.                (c) Coronal. 

  
Fig.2. Template image generated by averaging the NCs. 
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3.2 Methods 

3.2.1 Spatial normalization 

Spatial normalization is a kind of image registration. The loca-
tion of the brain scan of a given subject can be correlated to the 
same location as the brain scan of another subject. All the im-
ages of the avialable database were already registered and spa-
tially normalized using SPM8 software. 
 

3.2.2 Masking 

In order to differentiate the Region of Interest (RoI) (related to 
dopamine transporters in the striatum) from Non-Specific Re-
gions (NSR), several binary masks were created. These masks, 
as shown in Fig. 3 (a), Fig. 3 (b) and Fig. 3 (c) select all voxels 

that are higher than a specific intensity threshold Ith . So that, 

only selected voxels are considered in further processing. The 
threshold is established as the mean value of the intensity in the 
entire image and computed as follows: 

 

 0.45 maxIth I   (12) 

 

 ( ( )):Imax max Imean  (13) 

 

Where meanI  is the average image. maxI  is the maximum 

intensity of meanI . The resulting masks illustrate the selection 

of the discriminative region of PD, as demonstrated in Fig. 3 (d), 
Fig. 3 (e) and Fig. 3 (f). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

3.2.3 Intensity normalization 

In order to determine the activity in the RoI, a certain kind of 
intensity normalization is required. For this reason, we made 
use of Histogram Equalization (HE). 

First, HE was applied on the entire image, including RoI and 
NSR. Then, it was applied only in NSR keeping the original stri-
atum signal. 

 

3.2.4 Statistical measures 

We can never be completely certain that a given relationship 
really exists between two distributions. There are various 
sources of error to be controlled, such as sampling error, re-
searcher bias, problems with reliability and validity. Statistical 
measures are used to determine what is the probability that the 
relationship we think we have found is due only to random 
chance. We made use of two statistical measures, Kullback–
Leibler Divergence (KLD) and Jeffrey Divergence (JD). These 
measures are carried out to study the difference between the 
probability distributions of all images before and after normal-
ization and the mean of all normalized images. 
 

3.2.4.1 Kullback–Leibler Divergence (KLD) 

Also known as (Relative Entropy). It is a non-symmetric      
measure of the difference between two probability distributions 

1  and 2 . KLD is defined as:  

 

 
1

1

2
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( 1, 2) ( )log

( )
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i

i
D i

i


   


  (14) 

 

Where 1  and 2 are two discrete random variables.         

In our case, 1  denotes the mean of all subjects normalized. 

2  denotes a defined subject before and after normalization. 

 

3.2.4.2 Jeffrey Divergence (JD) 

A major weakness of KLD is its non-symmetricity. JD is a sim-
ple way of making KLD symmetric. It is given by:  

 

 ( 1, 2) ( 1, 2) ( 2, 1)JD KLD KLDD D D         (15) 
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(16) 

 

Where 1  and 2  are two discrete random variables.       

i  denotes an element of the probability distribution  . This 

distance solves the non-symmetricity issue in a very simple and 

intuitive way. 

   

      (a) Mask of the          (b) Mask of NSR.        (c) Mask of the  
                  skull.                                       striatum. 
 

 

 (d) The skull.                  (e) NSR.               (f) The striatum.  
                                         
 

  

Fig. 3. Selection of RoI using binary masks. 
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3.2.5 Feature extraction 

Feature extraction is aimed to obtain the most relevant infor-
mation from an original voluminous space and to present this 
information in a lower dimensional space. Thus, it transforms 
the original data space of high dimension into another space 
with a reduced dimension to obtain new better features. In this 
work, two feature extraction techniques was used: 

 
Voxels as Features (VAF): is considered as a baseline in many 

works as many studies suggest that this method is, at least, 
comparable with the visual exam performed by experts [19]. 
This approach uses all voxels in each image as input features to 
train a classifier.  

 
Principal Component Analysis (PCA): is a procedure for iden-

tifying a smaller number of uncorrelated variables, called prin-
cipal components from a large data set. The objective of PCA is 
to explain the maximum amount of variance with the fewest 
number of principal components. PCA has achieved good re-
sults when applied to other conditions, such as breast cancer 
[20, 21, 22] and Alzheimer’s Disease [23, 24]. 

 

3.2.6 Classification 

The vectors extracted using VAF and PCA are both used by a 
linear classifier. The classification is performed using Support 
Vector Machine (SVM). SVM is a powerful algorithmic tool that 
is able to separate a set of binary-labelled training data with a 
hyperplane, which is maximally distant from the two classes. 

 

4 RESULTS AND DISCUSSION 

4.1 Qualitative analysis 

After creating the three masks described in Fig. 3, the significant 
areas of the images were specified and distinguished. The dis-
tinction of regions is based on their voxels intensity values. 

Fig. 4 shows the effect of applying HE on a DaTSCAN image 
belongs to Normal Control subjects (NCs). It describes the im-
age histogram for each approach of intensity normalization. 
Furthermore, Fig. 4 identifies the specific and nonspecific areas, 
their intensity values and their locations.  The right end region 
characterized by high intensity values correspond to the RoI. 
The peaks of intensity shown in the left half of the histograms 
are due to the fact that most of the NSR voxels have very similar 
intensity values. The left end region characterized by the lowest 
intensity values belongs to the image background (non-releav-
ant data).  

Fig. 4 (a) shows the original image and its associated histo-
gram, which indicates the intensity distribution for each region. 
In Fig. 4 (b), HE was applied over the entire image. Applying 
HE involves the reduction of noise and artifacts, which affects 
the source image. The noise is assumed to be from the Gaussian 
noise. Thus, this approach entails an enhancement of signal-to- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 

(a) Original image. 

 

(b) Image normalized in all regions. 
 

 

(c) Image normalized in NSR. 
 

 

Fig. 4. The effect of applying HE on a DaTSCAN image. 
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noise ratio (SNR). Although SNR increased, the striatum still 
not obviously identified. The factor, which makes the diagnosis 
of PD ineffective. This is explained by the fact that HE also af-
fects the RoI that refers to the striatum. Therefore, the differen-
tiation between the two classes, NCs and PDs becomes harder. 
For this reason, we tried to apply HE only in NSR.  In Fig. 4 (c), 
only NSR were normalized keeping the original striatum sig-
nal. In fact, the striatum, which is the key area used to make a 
visual diagnosis of PD is clearly highlighted. 
 

4.2 Quantitative analysis 

4.2.1 Statistical measures 

Fig. 5 shows the inter-subject distance between 40 subjects (20 
NCs and 20 PDs) before and after normalization and the mean 
of all normalized images. The distances were determined using 
two statistical measures (KLD and JD). After appling HE, the 
inter-subject distance decreased. This is due to the normaliza-
tion, which enhances contrast and eliminates noise. 
 
 
 
 

 
 
 
 
 

 
 

4.2.2 Classification 

Firstly, the classification was performed using VAF. In fact, all 
voxels of the image were used as a feature vector. Then, this 
vector had to be the input of an SVM classifier. Table 1 presents 
the accuracy rates achieved for the different approaches of in-
tensity normalization while using VAF for feature extraction. 
As indicated in Table 1, applying HE on NSR improves the clas-
sification rates with peaks of 91.37%, 90.34% and 91.63% for ac-
curacy, sensitivity and specificity, respectively.  

Secondly, to extract the most relevant data, we made use of 
PCA. As shown in Table 2, the proposed methodologies pro-
vide high accuracy rates for PD diagnosis. A peak of over 
92.93% is achieved. Normalizing the images in NSR represents 
a significant improvement in the accuracy rates compared to 
those obtained by original images and normalized images in all 
regions. The improvement in accuracy is due to the ability of 
PCA to extract the patterns that explain the greater variance in 
the data. In addition, the dimensional reduction of PCA is very 
effective in classification. 

 
 
 

 

 
 
 
 
 

 
 
 

 
 
 
 

0,00E+00

5,00E+04

1,00E+05

1,50E+05

2,00E+05

2,50E+05

3,00E+05

3,50E+05

4,00E+05

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0

D
IS

TA
N

C
E

SUBJECTS

Original images
Normalized images in NSR

0,00E+00

5,00E+04

1,00E+05

1,50E+05

2,00E+05

2,50E+05

3,00E+05

3,50E+05

4,00E+05

4,50E+05

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0

D
IS

TA
N

C
E

SUBJECTS

Original images
Normalized images in NSR

0,00E+00

5,00E+04

1,00E+05

1,50E+05

2,00E+05

2,50E+05

3,00E+05

3,50E+05

4,00E+05

4,50E+05

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0

D
IS

TA
N

C
E

SUBJECTS

Original images
Normalized images in NSR

0,00E+00

1,00E+05

2,00E+05

3,00E+05

4,00E+05

5,00E+05

6,00E+05

7,00E+05

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0

D
IS

TA
N

C
E

SUBJECTS

Original images
Normalized images in NSR

(a) KLD distances of NCs. 

 

 

 

(b) KLD distances of PDs. 
 

 

 

 

(c) JD distances of PDs. 
 

 

 

 

(d) JD distances of NCs. 
 

 

 

 

Fig. 5. The variation of distance between each subject before and after normalization and the mean of all normalized images. 
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The proposed methodologies performed several previous 
similar efforts in terms of accuracy. Table 3 evaluates the accu-
racy rate achived in this paper compared to those achieved by 
several similar works. The present work shares with Martínez-
Murcia et al [25] several techniques, including database, statis-
tical measures and classification. In addition, several common 
features, such as database, feature extraction and classification 
make the link with the work of Brahim et al [26]. 
 
 

TABLE 1 
ACCURACY RATES ACHIEVED USING VAF 

 

 
Accuracy Sensitivity Specificity 

Original 
image 86,85 % 85,79 % 87,77 % 

Normalization 

in all regions 87,98 % 87,65 % 88,89 % 

Normalization 
in NSR 91,37 % 90,34 % 91,63 % 

  
TABLE 2 

ACCURACY RATES ACHIEVED USING PCA 

 

 
Accuracy Sensitivity Specificity 

Original 
image 89,47 % 89,14 % 88,39 % 

Normalization 
in all regions 89,98 % 90,08 % 89,83 % 

Normalization 
in NSR 92,93 % 91,25 % 93,13 % 

 

5 CONCLUSION 

In the preprocessing step, the images have been spatially nor-
malized using SPM8. Then, in order to distinguish the different 
regions of images, three binary masks have been created and 
applied to the spatially normalized dataset. Finally, two ap-
proaches of intensity normalization using Histogram Equaliza-
tion (HE) have been applied. The first approach aims to normal-
ize images in all regions, the second approach involves normal-
izing images just in Non-Specific Regions (NSR). To highlight 
the effect of HE on both approaches of normalization, we have 
performed two statistical measures Kullback–Leibler Diver-
gence (KLD) and Jeffrey Divergence (JD). KLD and JD have 
been executed to study the difference between the probability 
distributions of each image before and after normalization and 
the mean of all normalized images. Thereafter, two feature ex-
traction techniques, including Voxels as Features (VAF) and 
Principal Component Analysis (PCA) have been used. VAF and 

PCA are aimed to extract the most relevant features and present 
this data in a lower dimensional space, which will work as a 
feature vector. Finally, an SVM classifier has been trained to de-
tect PD patterns and to evaluate the performance of our pro-
posed methodologies. 
 
 

TABLE 3 
COMPARISON BETWEEN THE ACCURACY RATES ACHIVED 
IN THIS WORK AND THOSE PERFORMED BY SEVERAL PRE-

VIOUS WORKS THAT SHARE MULTIPLE COMMON            
MATERIAL OR METHODS 

 

Paper Accuracy rate Common  
material / methods 

The present work 92.93%  

Martínez-Murcia et al 
[25] 91.3% 

Database 

Statistical measures 
Classifier 

Brahim et al [26] 92.91% 
Database 

Feature extraction 
Classifier 
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